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Abstract
SMS-timing-based location inference attacks leverage
timing side channels to ascertain a target’s location.
Prior work has primarily relied on a single-sender ap-
proach, employing only one SMS attacker from a spe-
cific location to infer the victim’s whereabouts. How-
ever, this method exhibits several drawbacks. In this re-
search, we systematically enumerate the limitations of
the single-sender approach, which prompted us to ex-
plore a multi-sender strategy. Our investigation delves
into the feasibility of an attacker employing multiple
SMS senders towards a victim to address these limi-
tations and introduces novel features to bolster predic-
tion accuracy. Through exhaustive experimentation, we
demonstrate that strategically positioned multiple SMS
senders significantly enhance the location-inference ac-
curacy, achieving a 142% improvement for four distinct
classes of potential victim locations. This work further
highlights the need to develop mitigations against SMS-
timing-based location inference attacks.

1 Introduction

SMS (Short Message Service) has emerged as a key vec-
tor in numerous cyber-attacks due to its widespread use
for purposes such as two-factor authentication [21], iden-
tity verification [24, 25], and emergency alerts [24, 25].
Its prevalence, reliability, and global reach have made it
a favored medium for malicious activities. Smishing at-
tacks, for example, leverage SMS to distribute links that
direct victims to phishing sites, aiming to steal sensitive
information [14]. The Flubot virus utilized SMS links
to spread trojan apps that compromised banking creden-
tials, personal data, and disabled security features [9].
Beyond these, SMS has been exploited for spamming [8]
and to propagate malware such as Simjacker and WIBAt-
tack, which embed malicious commands within binary
SMS messages [4, 28].

Most recently, a novel approach to ascertain the lo-
cation of recipients was demonstrated in [6], utilizing
the timing of silent SMS messages in conjunction with
machine-learning techniques. This strategy exploits the
delivery reports generated upon SMS reception as a tim-
ing attack vector for the sender. Rigorous experimen-
tation across various countries, telecommunications op-
erators, and a range of devices demonstrated that an at-
tacker could deduce a recipient’s location by analyzing
timing data from typical receiver locations. Although
this method introduces an innovative side channel for lo-
calizing mobile users, it encounters notable limitations.
Most importantly, there is a significant probability that
the attack originating from a single source/mobile de-
vice can be detected and potentially be blocked by the
victim’s service providers. This is more apparent when
the attack requires a substantial amount of SMS trans-
missions to collect the necessary data. Additionally, as
the number of possible victim locations increases, the
method’s accuracy in predicting locations degrades due
to the finite entropy available from single attacker-victim
channel timing reports. As a result, there are classifica-
tions in which machine learning can perform poorly.

To tackle the above-mentioned limitations associated
with single-sender-based SMS location inference at-
tacks, this paper focuses on the following key research
questions. The primary question we explore is whether
using multiple coordinated SMS senders can improve
the accuracy of localization predictions. We hypothe-
size that using senders from different locations could
create unique timing side-channels which, when com-
bined, could lead to more accurate classifications. This
multi-sender approach can improve the prediction accu-
racy, especially as the number of potential victim lo-
cations increases. Additionally, using multiple SMS
senders spread out geographically could also make the
attack more resilient against being blocked, as the vic-
tim’s service provider now has to identify and block sev-
eral senders. Optimizing the timing and pattern of SMS
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sending could further reduce the likelihood of the at-
tack being detected. Finally, we hypothesize that the at-
tacker can collect a significantly smaller amount of data
to conduct this attack efficiently, without compromising
the model’s accuracy. Consequently, the adversary can
save resources, as well as measurement collection and
training time.

Motivated by the above hypothesis, in this paper, we
make the following contributions:

• We identify limitations of single-sender SMS-
timing-based location inference attacks and con-
ceive multi(ple)-sender SMS-timing-based location
inference attack in cellular networks. To estab-
lish a baseline for comparison with our multi-
sender approach, we reproduced the single SMS
sender-based localization attack described in prior
work [6]. Interestingly, our data analysis highlights
certain limitations inherent in the single-sender ap-
proach which serve as a crucial motivation for the
development of our multi-sender approach.

• Through rigorous experimentation, we demonstrate
the enhanced capability of multiple SMS senders,
strategically placed across different locations, to co-
ordinate and significantly improve the accuracy in
determining a victim’s location. Our experiments
reveal that the multi-sender MMS approach can
reach up to 142% accuracy improvement for four
classes. This further emphasizes that the effective-
ness of the multi-sender attack strategy improves
with an increasing number of potential victim lo-
cations, thereby overcoming a significant limitation
of the single-sender approach.

• We highlight two substantial improvements and in-
sights: (1) From the distinct timing side-channels
generated by the multi-sender setup, we identify
and introduce new features that are instrumental
in boosting the prediction accuracy: the statisti-
cal mean, median, and standard deviation of the
senders’ delivery time measurements, allowing us
to effectively fuse the timings from multiple senders
to improve the accuracy even further. (2) We in-
vestigate the required sample sizes for location in-
ference attacks and demonstrate that already a few
hundred SMS can yield strong results without the
need for thousands of collected messages.

2 Background and Motivation

In this section, we provide the technical background for
SMS delivery processes and then delve into the concept
of SMS-timing-based Location Inference Attacks. We

Figure 1: Brief representation of the SMS process, ac-
cording to GSMA [11].

subsequently outline its limitations, which serves as the
foundation for our research presented in this paper.

2.1 Overview on SMS Process

Short Message Service (SMS) is an inherent component
of the cellular infrastructure and universally accessible
across all network generations from 2G to 5G [1–3, 11].
Figure 1 briefly outlines the SMS delivery process in-
volving the originator (sender), Short Message Service
Center (SMSC), and the recipient (receiver).

The process begins with the message submission (Step
1) by the originator, who composes the message and
sends it to the SMSC. Upon receiving the SMS, the
SMSC performs the necessary network and validation
checks and then forwards the SMS to the intended re-
cipient. The SMSC ensures that the message reaches the
recipient (Step 2), even if it means storing it temporarily,
in case the recipient is unavailable immediately. Addi-
tionally, the originators have been informed by now that
the submitted message was actually sent.

Next, once the recipient receives the message, the
involved device sends the delivery report back to the
SMSC. The report confirms that the message has been
successfully delivered to the recipient’s device (Step 3).
Finally, the report is sent to the originator via the SMSC,
called the submission report (Step 4). This report ulti-
mately confirms that the message was sent and delivered
to the recipient successfully.

2.2 SMS-timing-based Location Inference

In an SMS-timing-based Location Inference attack, an
attacker is interested in learning the current physical lo-
cation of a specific victim by sending them (silent) SM-
Ses. The attack builds upon the time elapsed between
sending the SMS and the SMS being delivered to the vic-
tim and is conducted in two phases.

In the first phase (fingerprint generation), the attacker
repeatedly sends SMSes to the victim while knowing
their respective locations and measures the time it takes
to deliver the SMS messages. By analyzing the result-
ing delivery timings and their distributions, the attacker
is able to determine a unique fingerprint for each of the
locations the victim has visited.
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In the second phase (location inference), the attacker
sends new SMS messages to the victim without know-
ing their current location, measures the time it takes to
deliver them, and then classifies the collected timings by
comparing them to the previously obtained fingerprints.
Thus, the attacker can determine and re-identify the vic-
tim’s location out of a set of known locations.

2.3 Limitations and Motivation

When the SMS-timing-based Location Inference Attack
is carried out from a single sender at a fixed location, it
has several drawbacks. In particular, the success and per-
formance of the attack depend heavily on the specifics of
the chosen location and its mobile network connection,
such as the distance to the base station. The quality and
reliability of the connection, along with the robustness
of the collected data, may also vary depending on cir-
cumstances specific to the location, such as fluctuating
numbers of people and concurrent mobile network con-
nections throughout the day or week.

Another drawback is that during the initial phase of
the attack (fingerprint generation), the attacker engages
in non-standard behavior as a mobile network subscriber.
Consequently, there is a risk that the adversary may be
perceived as suspicious by the network operator and po-
tentially be blocked, particularly if only a single static
location is utilized.

From an organizational perspective, the attack out-
lined in [6] encompasses analyses at various levels of
granularity, and a broad range of locations, from regional
to worldwide attacks. However, the study lacks a thor-
ough analysis of the sample size impact regarding the
classification accuracy. This limitation implies that the
attack requires additional evaluation.

Hence, we recognize the necessity for a more system-
atic evaluation of factors that could impact the SMS-
timing-based Location Inference Attack’s performance.
This entails varying the adversary’s location, system-
atically assessing the attack’s performance with differ-
ent receiving devices at the same locations, conduct-
ing repeated evaluations with varying sample sizes, and
expanding the attack to encompass attackers operating
from multiple vantage points simultaneously.

3 Multi-Sender Location Inference

3.1 Threat Model

We consider an attacker whose primary goal is to deter-
mine the presence of a victim’s mobile device within a
specific geographic area, without the intention to track
the victim’s exact movements.

The attacker is presumed to possess the victim’s mo-
bile number, enabling them to initiate various forms
of SMS communications, including personal messages,
undirected mass messages such as marketing advertise-
ments, and notably, silent SMSes which the victim’s de-
vice acknowledges without alerting the user. It is as-
sumed that the attacker has access to an arbitrary number
of smartphone devices, SIM cards, mobile numbers, and
subscription plans. Furthermore, the attacker can deploy
multiple sender devices in different geographical areas
to collect data from the victim receivers simultaneously
and combine them for location extraction. The adversary
is assumed to possess the capability to utilize network
services as a conventional user: leveraging several SIM
cards, having the ability to send messages to any sub-
scriber with a valid number, and maintaining a normal
connection for the transmission of text messages and re-
ceipt of delivery notifications.

We emphasize that the attacker does not require phys-
ical access to the victim’s mobile device, USIM cards, or
any network infrastructure, nor do they seek to obtain or
modify sensitive victim data such as cryptographic keys.

3.2 Attack Concept

The foundation of the multi-sender approach rests on the
observation that fingerprints generated from the SMS ex-
changes between a single sender (attacker) location and a
receiver can be limited in their effectiveness for accurate
location classification. This limitation becomes particu-
larly pronounced in complex environments, such as cer-
tain German locations in [6], where the variability and
granularity of the urban landscape can dilute the distinc-
tiveness of timing fingerprints.

To address these challenges, this work pioneers the in-
tegration of multiple attacker locations into the analysis
framework. By orchestrating SMS exchanges from var-
ious (unique) attacker positions to the receiver, a richer
and more nuanced dataset emerges. Each unique pairing
of attacker and receiver locations contributes a distinct
timing fingerprint to the dataset. These timing finger-
prints, when aggregated, undergo further processing to
distill additional dataset features, thereby forging more
robust and comprehensive fingerprints. This enriched
dataset plays a crucial role in enhancing the efficacy of
machine-learning models during both the training and
prediction phases.

For conducting a multi-sender location inference at-
tack, we essentially replicate the attack methodology
presented in [6] and simultaneously execute it from mul-
tiple locations. Consistent with previous work, the at-
tack comprises two phases: fingerprint generation and
location inference, but both are conducted from multi-
ple sender locations. Basically, multiple instances of the
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Figure 2: Multiple attackers in different locations estab-
lish SMS streams to send silent messages to the victim
in various locations and receive delivery reports. This is
possible even with distinct network providers.

single-sender location inference attack are executed in
parallel.
Multi-Sender Setup. To gather data from multiple van-
tage locations and eventually enhance the accuracy of
the location identification attack, the attacker deploys
the setup at various geographical locations. Intuitively,
by employing more attacking locations that are diverse,
an adversary could generate more precise receiver loca-
tion fingerprints. This distributed approach allows the
attacker to collect measurements of the victim’s location
from different "angles", increasing the robustness and re-
liability of the subsequent analysis.
Attacking Process. The attacker, situated in multiple
locations, initiates the process by sending a barrage of
silent SMS messages to the victim. The victim, unknow-
ingly participating in this scheme, moves across differ-
ent locations at different times. The silent nature of these
messages means that the receiver’s device does not notify
the victim of the incoming SMS, thus keeping the pro-
cess clandestine. Each time a message is received, the
victim’s device automatically generates and sends back
delivery reports as part of its standard operating proce-
dure. These reports, unbeknownst to the victim, reveal
valuable information for the attacker, notably the sent
and delivered times. By analyzing the time discrepancies
between when a message was sent and when the delivery
report was received, the attacker can infer certain aspects
of the victim’s location.

Since this procedure is repeated multiple times in the
multi-sender attack, it accumulates a substantial dataset
of measurements. The attacker categorizes the measure-
ments based on the victim’s known locations during the
attack, forming distinct datasets for each location. These
datasets are then aggregated and analyzed to predict the
victim’s location in the future. According to Figure 2, the
attacker creates several SMS streams, which could be es-

tablished with different operators since the attacker can
operate from different countries. The victim may also
move to different countries and sends back the delivery
reports to the corresponding SMS.

In the prediction stage, the attacker collects fresh mea-
surements from the current location of the victim in the
same fashion. These measurements serve as input for a
machine-learning model that has been trained on the pre-
viously collected data, representing potential locations of
the victim. Then, the model processes this input and out-
puts a prediction of the victim’s current location.

4 Experimental Validation

In this section, we detail our experimental validation
of the SMS-timing-based location inference attack with
multiple senders and report on our setup for data collec-
tion, processing, and evaluation.

4.1 Data Collection Setup
At the core of the attacker’s setup is the use of typical
computer devices equipped with a smartphone running
Android Debug Bridge (ADB). ADB allows for a wide
range of communication with a connected device, in this
case, to transmit silent SMS messages and record the sent
and delivered timestamps. As in [6], the SMS transmis-
sion and recording of the timing metrics is conducted by
an Android application, which also stores results for fur-
ther processing. Controlling the application via ADB al-
lows us to automate this process since it should be re-
peated multiple times to collect a sufficient number of
timing metrics. This process also happens stealthily,
without altering the victim, since the attacker utilizes
silent SMSs which are accepted by the network opera-
tor. Moreover, the attacker’s equipment includes a SIM
card, granting access to the cellular network.

Adhering to the aforementioned attacking concepts,
over a period of 12 weeks, we repeatedly send SMS mes-
sages between smartphones in different locations in Ger-
many and the Netherlands. We do not consider locations
that are very far apart, as they are easier for an attacker
to identify [6]. We use three smartphones, each placed
in a fixed location that remains unchanged during the ex-
periments, to send messages to four phones whose po-
sitions are periodically rotated. For sending SMS mes-
sages, we use two locations in Germany and one in the
Netherlands. The receiving phones are placed in five dif-
ferent locations in Germany and three in the Netherlands
(including the locations of the sending devices). Table 1
lists the devices we used for sending and receiving SMS
messages, and Table 2 provides an overview of the loca-
tions used during our measurements and the amounts of
data collected.
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Table 1: Device Specifications

ID Device Chipset OS Model Release

Sending Devices
D Samsung Galaxy A53 Samsung Exynos 1280 Android 12 SM-A536E/DS 2022
V Nokia 5.3 Qualcomm Snapdragon 665 Android 11 TA-1234 2020
B Huawei P8 Lite 2017 HiSilicon Kirin 655 Android 8 PRA-LX1 2017

Receiving Devices
px6a Google Pixel 6a Google Tensor Android 12 G1AZG 2022
a53 Samsung Galaxy A53 Samsung Exynos 1280 Android 12 SM-A536E/DS 2022
op7 OnePlus 7 Pro Qualcomm Snapdragon 855 Android 11 GM1910 2019
p8l Huawei P8 Lite 2017 HiSilicon Kirin 655 Android 8 PRA-LX1 2017

Table 2: Data Collection Summary

Number of SMS per Receiving Device Distances [km] to Sender

px6a p8l op7 a53 Sender B Sender D Sender V

Receiver Locations in Germany
DE-1 3160 3280 420 – 11 0 140
DE-2 1540 1560 – – 2 11 130
DE-3 4960 4540 8920 6900 0 11 129
DE-4 420 460 – – 4 14 126
DE-5 1220 320 – – 5 11 140

Receiver Locations in the Netherlands
NL-1 7140 5500 0 1440 125 135 4
NL-2 5820 5280 10300 8700 129 140 0
NL-3 2020 960 1680 1120 125 136 7
Locations (Cities): DE-1,5: Dortmund, DE-2,3,4: Bochum, NL-1: Eindhoven, NL-2: Veldhoven, NL-3: Valkenswaard

Locations in the same country are chosen to be rela-
tively close to each other. The distance from a receiving
location to the closest sending device is 11 km at max-
imum, which also corresponds to the distance between
the two sending devices in Germany.

4.2 Data Collection Procedure
We replicated the attack to use an Android app that sends
one silent SMS at a time to a designated target phone
number. Additionally, the app waits for the Sent and
Delivered notifications and collects and stores the times-
tamps for the SMS transmission and both notifications.
In line with previous work, we schedule 20 consecutive
SMS transmissions on an hourly basis. We automate
SMS transmissions by controlling the app remotely via
a Python script issuing ADB commands to the smart-
phone. We simultaneously send SMS messages from all
senders to the same receiver by scheduling the script to
start once per hour at the same time for a specific re-
ceiver (i. e., :00 for the first receiver, :15 for the second
receiver, . . . ) across all senders. While this does not

guarantee perfect sender synchronization due to poten-
tial offsets in their individual system clocks, we consider
this a best-effort approach to approximate the behavior
of an adversary simultaneously probing a specific target
from multiple locations.

Our data collection tooling builds upon the code re-
leased by Bitsikas et al. [6] available on GitHub1 and is
extended to fit with the phones we use for sending mes-
sages. We also follow the guidelines provided along with
the framework to implement the missing code handling
the actual SMS transmission and timestamp collection
procedures.

4.3 Feature Set Generation & Multi-
Sender Fusion

To generate the timing features for each SMS transmis-
sion and combine the multi-sender datasets, we take the
following steps:

1https://github.com/vaggelis-sudo/SMS-Location-Ide
ntification-Attack
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Step 1: Calculating the initial metrics. Follow-
ing [6], we calculate the initial metrics for each SMS
transmission in the collected dataset: the real sent dura-
tion Tsent , the real delivery duration Tdel , the total delivery
duration Ttot , and the delivery ratio P.

Tsent = tsent − ttx (1)

Tdel = tdel− tsent (2)

Ttot = Tdel +Tsent (3)

P =
Tdel

Ttot
=

tdel− tsent

tdel− ttx
(4)

Then, for every two consecutive SMS transmissions
( j−1 and j), we calculate the differences in sent duration
T∆sent and delivery duration T∆del , respectively:

T∆sent = (T j
sent −T j−1

sent )/T j−1
sent (5)

T∆del = (T j
del−T j−1

del )/T j−1
del (6)

Moving beyond [6], the fingerprint does not conclude
with this calculation, as we do not consider only one but
multiple senders.

Step 2: Combining the sender datasets. Let Di rep-
resent the dataset for sender i, where i = 1,2, . . . ,m, with
n receiver locations. Additionally, let tdel,i,r, j denote the
delivery time of the j-th SMS transmission from sender
i to receiver r. Finally, let Si,r, j represent the data asso-
ciated with the j-th SMS transmission from sender i to
receiver r, including tdel,i,r, j. Then, Dconcat is the dataset
resulting from the concatenation process, where each el-
ement is derived by matching Si,r, j from all senders based
on the closest matching tdel,i,r, j.

For each Si,r, j in Di, we seek to find Sk,r,l in Dk (k ̸=
i) such that the difference in delivery times |tdel,i,r, j −
tdel,k,r,l | is minimal or zero, indicating the closest match-
ing timestamps across different senders. This process
occurs for every receiver separately and every available
sender, until the new Dconcat dataset contains per row the
data of each sender to the same receiver, but synchro-
nized. Algorithm 1 shows briefly the process.

Step 3: Fusing the sender datasets statistically.
Given m senders, the number of unique combinations of
two senders is given by the binomial coefficient:(

m
2

)
=

m!
2!(m−2)!

(7)

For each pair of senders and for every z consecutive
SMS transmissions (in this study, z = 5 2), we calcu-
late the Mean, Median, and Standard Deviation of

2We determined that the number should be less than 10 in our
dataset to accommodate small sample sizes while not covering too
many transmissions at a time. A middle value of 5 was chosen as a
result.

Algorithm 1 Match and Concatenate SMS Transmis-
sions based on Timestamps

1: Initialize Dconcat = /0 as empty dataset
2: for each receiver location r from 1 to n do
3: for each Si,r, j in Di for all i do
4: Initialize a list Li,r to hold data for concate-

nation
5: for each Dk where k ̸= i do
6: Find Sk,r,l in Dk such that |tdel,i,r, j −

tdel,k,r,l | is minimized
7: Add Sk,r,l to Li,r
8: end for
9: NewRecordi,r← Concatenate(Li,r)

10: Dconcat← Dconcat∪{NewRecordi,r}
11: Clear Li,r
12: end for
13: end for

the delivery times. Let t(s,r)del,i denote the delivery time of
the i-th SMS in a sequence of z consecutive messages
from sender s to receiver r. The statistics are calculated
as follows:

µ
(s,r) =

1
z

z

∑
i=1

t(s,r)del,i (8)

Median(s,r) = Median{t(s,r)del,1, t
(s,r)
del,2, . . . , t

(s,r)
del,z} (9)

σ
(s,r) =

√
1

z−1

z

∑
i=1

(t(s,r)del,i −µ(s,r))2 (10)

Differences in these statistics for the delivery time be-
tween pairs of senders are calculated as their actual dif-
ferences. For example, for means between sender pair
(s1,r) and (s2,r):

∆µ
(s1,s2,r) = µ

(s1,r)−µ
(s2,r) (11)

These differences, ∆µ(s1,s2,r), ∆Median(s1,s2,r), and
∆σ (s1,s2,r), are incorporated into the dataset for each
sender pair accordingly, as additional features.

4.4 Multi-Sender Techniques
Simple Integration of Senders. In this method, the
initial features are generated based on the timing data
from individual sender-receiver pairings (Step 1). Sub-
sequently, datasets corresponding to multiple senders are
amalgamated (Step 2) without the application of sophis-
ticated statistical fusion techniques (Step 3). Thus, we
create datasets that are matched and concatenated based
on the timestamps, but without incorporating unique fea-
ture types.

Specifically, we consider double- and triple-sender
datasets as distinct (simple) approaches. For the double-
sender cases, we create the BV, VD, and BD datasets,
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while for the triple-sender cases, we create BDV, based
on Table 2. The total number of features for double-
senders is 12, and for triple-senders is 18, according to
Algorithms 1- 6 from Step 1. This exploratory step seeks
to discern whether straightforward sender concatenation
can bolster the machine-learning model’s predictive ac-
curacy compared to single senders and to statistically
combined datasets.
Statistical Fusion of Senders. Advancing beyond the
simple approach, the statistical combination of sender
datasets represents a more refined approach to dataset
enhancement. This technique encompasses a compre-
hensive process involving the generation of initial fea-
tures (Step 1), the combination of sender measurements
(Step 2) followed by the fusion of datasets from multiple
senders through the statistical metrics (Step 3). Unlike
the simple method, this approach enriches the combined
dataset with additional features derived from the statis-
tical analysis of delivery times: using the means, me-
dians, and standard deviations between the sender mea-
surements. For this approach, we use all three senders
with their maximum sample size available for each re-
ceiver location.

In this work, we explore the following two strategies:

1. Enhanced Mean Datasets. Datasets statistically
enhanced by the mean of the delivery time. A to-
tal number of 21 features is used, corresponding to
the 18 combined features for the three senders and
the 3 additional ones generated by the differences
between the sender means.

2. Enhanced MMS Datasets. Datasets statistically
enhanced by the mean, median and standard devi-
ation of the delivery time. A total number of 27
features is utilized, correlated with the 18 combined
features for the three senders and the 9 extra ones
engendered by the differences between the sender
means, medians, and standard deviations.

This dual-strategy approach aims to demonstrate the
superiority of statistically enhanced datasets over both
single-sender datasets and those trivially combined. The
hypothesis posits that the inclusion of a broader array of
statistical features not only increases the accuracy of lo-
cation predictions beyond that achievable with simpler
dataset combinations but also highlights the comparative
advantage of the "Enhanced MMS" over the "Enhanced
Mean" approach. This distinction underscores the prin-
ciple that the depth and complexity of features within the
dataset are pivotal to the refinement of model accuracy.

4.5 Attack Training & Prediction
In this study, we employ a Multilayer Perceptron (MLP)
Classifier, a type of feedforward artificial neural net-

work, as the core predictive model to analyze the rela-
tionship between the features derived from SMS trans-
mission data and the target outcomes. The MLP Clas-
sifier is instantiated with a specific configuration of hy-
perparameters to optimize its performance for the given
dataset. The architecture of the neural network is de-
fined by hidden layer sizes = (10, 40, 10), indicating a
three-layered structure where the input data is first pro-
cessed by a layer of 10 neurons, followed by a denser
layer of 40 neurons, and finally, the information is aggre-
gated through a layer of 10 neurons before reaching the
output layer. This configuration is designed to capture
the nonlinear relationships between the input features.

The model utilizes the stochastic gradient descent
(SGD) algorithm for optimizing the network’s weights.
This choice is motivated by SGD’s efficiency in handling
large datasets and its capability to escape local minima
during training. The regularization term, alpha= 0.0001,
is set to a low value to prevent overfitting while allow-
ing the model to learn complex patterns in the data. With
learning rate=’constant’ and a max iteration of 5000, the
learning rate is kept fixed across all epochs of training,
and the model is allowed a substantial number of iter-
ations to converge towards an optimal set of weights.
Batch processing is employed with a size of 32 to lever-
age computational efficiency and stability in gradient de-
scent updates. Model evaluation is conducted through a
10-fold cross-validation process providing a robust esti-
mate of the model’s predictive accuracy on various ran-
dom data. Finally, the Accuracy metric is calculated to
quantify the model’s performance, offering a measure of
how often the model predictions match the true labels. In
our experimentation, we repeatedly run the model pre-
diction with increasing numbers of samples per class,
(i. e., 100, 200, 300, 500, 1000, 5000, and 10000), to
analyze differences in the classification accuracy.

5 Experimental Evaluation and Results

We next describe the exact experimental setup we used
in our experiments and then delve into our results with
the multiple-sender approaches.

5.1 Single Senders: Baseline
We ran the classifications for single senders (D, B, and
V) to establish the baseline for the subsequent improve-
ment. Figure 3 illustrates the results of all classifications
for all sample sizes. Generally, the lowest accuracy is
observed for sender D on the device p8l with 5 classes
(21%), while the highest accuracy is observed for sender
B on the device op7 with 2 classes (82%). In fact, we
make similar observations for the single sender classifi-
cations with [6], regarding the average accuracy scores
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Figure 3: Average single-sender accuracy scores across devices and classes. These scores are considered the estab-
lished baseline for which we provide improvement. The presented results take into account all possible sample sizes.
The red dashed line indicates random guessing.

and the decline across the increasing number of classes.
Specifically, for each device examined ranging from

a53 to px6a, the data showcases a nuanced relationship
between the number of classes involved in the classifica-
tion task and the single sender accuracy scores. Notably,
as the number of classes increases, a general trend of de-
creasing accuracy is observed, which is consistent across
all devices. This trend is particularly evident when com-
paring results from 2-class configurations to those with
4 or 5 classes, where the average accuracy scores tend
to diminish, highlighting the increased complexity and
challenges associated with classifying a larger number
of classes. Moreover, some devices and senders exhibit
a more graceful degradation in accuracy as more classes
are added. For example, V on px6a degrades from 66%
with 2 classes to 40% with 5 classes, a relatively mod-
est decline compared to D on p8l, which plummets from
61% with 2 classes to 21% with 5 classes.

In the comparative analysis of device performance,
the op7 and a53 models significantly outperform the p8l
and px6a devices across all metrics. In particular, the
p8l and px6a devices achieve a maximum accuracy of
69% and 66%, respectively, when tested with sender V.
Furthermore, sender V consistently surpasses senders
B and D in performance on the p8l and px6a devices,
highlighting a notable disparity in efficacy. Conversely,
when evaluating the performance on the op7 and a53 de-
vices, the results among senders B, D, and V demon-
strate a remarkable uniformity, with only minimal vari-
ations in accuracy. The most significant discrepancy
observed is a 6% difference between senders B and D
when assessed with four classes on the op7 device. This
suggests that while op7 and a53 provide more consis-
tent and higher performance across different senders, p8l
and px6a exhibit limitations, particularly in terms of ac-
curacy and sender variability. Consequently, sender V
not only shows higher accuracies across the board but

also appears to be more resistant to accuracy drops as
the number of classes increases. This suggests that V’s
data might be inherently more separable or that V em-
ploys more consistent patterns in location-related behav-
ior. Overall, the presence of differences in performance
between the senders within the same device and class
configuration underscores the variability in sender effec-
tiveness.

5.2 Multiple Senders: Simple Combina-
tion

In this subsection, we start by comparing the double-
and triple-sender accuracy scores with the single-sender
scores. In Figure 4, we show all classification accu-
racy scores with the worst (minimum) and best (max-
imum) performances of the single- and double-sender
data, across all devices and sample sizes. The aim here is
to show the minimum and maximum improvement of the
multi-senders with simple combinations, based on this
collected dataset.

Reflecting on previous discussions, sender V consis-
tently emerges as the top performer across all metrics,
capturing both the lowest and highest scores. However,
this trend does not uniformly extend to scenarios involv-
ing double- and triple-sender configurations. Initially, all
multi-sender combinations yield superior accuracy rates
compared to individual efforts by senders B and D, un-
derscoring the premise that pooling sender data can en-
hance overall performance. Notably, in binary classifi-
cation tasks, sender V is marginally eclipsed by combi-
nations such as DV, BV, BD, and BDV, and similarly by
DV, BV, and BDV in contexts involving three and four
classes. On the contrary, the BD pairing underperforms
for three and four classes, highlighting that sender D’s
contributions do not bolster the collective accuracy to the
same extent as other senders in these specific instances.
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Figure 4: The scatter plots illustrate the accuracy points between different sender types and classes. All devices and
sample sizes are considered. The plots with the minimum accuracy scores take into account the worst performance of
the single- and double-sender data, while the maximum accuracy scores focus on the best possible (in this setup).

This phenomenon underscores a critical insight: a sender
with generally lower performance can, in certain con-
ditions, detrimentally impact the collective accuracy of
multi-sender configurations.

To illustrate the enhancements in accuracy we
achieved by integrating multi-sender data over single-
sender benchmarks, we included Figure 5. This fig-
ure highlights the maximal accuracy improvements re-
alized in our study for configurations involving two and
three senders combined. It provides a detailed exam-
ination of the specific devices engaged in our exper-
iments and quantifies the average accuracy enhance-
ment across different class numbers. For each clas-
sification category, we pinpointed the lowest accuracy
scores from single-sender scenarios and juxtaposed these
with the highest-performing scores from multi-sender
configurations across all sample sizes. This approach
was designed to showcase the performance improve-
ments achievable with multi-sender strategies within our
dataset. The underlying principle is that the attacker can
always adapt the classifications by choosing the best-
performing multi-sender combination.

The analysis reveals that for devices a53 and op7, en-
hancements from multi-sender configurations are rela-
tively modest for binary classifications. This is attributed
to the already high performance of single-sender setups
in these instances (as detailed in Figure 3). However, the
narrative shifts significantly for classifications involving
three and four classes, where we observe improvements

of approximately 20%. The scenario is even more pro-
nounced for the p8l and px6a devices, which exhibit
progressively larger gains in accuracy with an increase
in the number of classes. Notably, the peak improve-
ment recorded is an impressive 120% for the px6a device
within four-class scenarios using three senders (namely,
the BDV combination).

This data suggests a clear trend: Classifications that
initially present lower accuracy in single-sender formats
tend to benefit substantially from the incorporation of
multi-senders, particularly in multi-class classifications.

5.3 Multiple Senders: Statistical Combina-
tion

In this subsection, we delve into a comparative analy-
sis between the performance of individual senders and
the aggregated results from multiple senders, specifically
focusing on the statistically enhanced Mean and MMS
datasets. These datasets incorporate data from all three
senders at their largest sample sizes, representing the best
dataset advancements explored in this study.

By observing Figure 4 once more, it becomes appar-
ent that the Mean and MMS datasets exhibit superior
performance for binary classifications compared to other
methodologies. This is particularly noticeable in their
minimum accuracy scores, which significantly exceed
those achieved by alternative approaches. The gap be-
tween the Mean and MMS datasets is relatively narrow,
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Figure 5: Best accuracy improvement of all multi-sender techniques from the single-sender baseline (not globally
optimal), across all sample sizes. Lines in 4 and 5 classes indicate that there was only one classification, meaning one
accuracy outcome.

with the MMS dataset showing a marginal enhancement
in accuracy. However, the distinction in performance
between these advanced datasets and other techniques
becomes starkly apparent in the analyses for three and
four classes. For these more complex classifications, the
MMS dataset demonstrates a better performance than the
Mean dataset, unlike the improvement observed in bi-
nary classifications. The results indicate that the MMS is
currently the best-performing method for location iden-
tification, especially for multi-class classifications.

To further investigate the improvement of the Mean
and MMS datasets per device, we study the correspond-
ing boxplots of Figure 5 which illustrate the improve-
ment percentages for the enhanced datasets for the four
distinct devices. These plots reveal the percentage im-
provements of the advanced datasets across four distinct
devices. For devices a53 and op7, the increments be-
tween the Mean and MMS methods are relatively mod-
est. However, as we shift our focus to devices p8l and
px6a, especially with an increasing number of classes,
the distinction becomes more significant. The MMS
dataset showcases the maximum improvement, reaching
up to 142% for a four-class scenario on the px6a de-
vice. Furthermore, when juxtaposing the performance
of the Mean and MMS datasets against results from two
or three senders, the superiority of the MMS strategy
becomes more evident. Particularly, the MMS dataset

demonstrates considerable superiority over the conven-
tional multi-sender combinations, highlighting its effec-
tiveness not just in enhancing accuracy, but also in pro-
viding a more consistent and reliable performance across
varying class complexities and devices. This compara-
tive analysis not only underscores the value of the MMS
approach but also positions it as a notably advanced
methodology within the scope of our investigation, sig-
nificantly outpacing traditional techniques in terms of
performance improvement. Still, Figure 5 displays our
best improvements, but they are not considered as global
optimal, since there might be ways to enhance these tech-
niques even further. Finally, Figure 6 provides additional
information comparing the Mean and MMS results to all
single senders with all sample sizes.

5.4 Sample Size Comparisons
In machine learning, the sample size is a significant fac-
tor that influences the model’s performance. A sufficient
sample size ensures that the model can capture the di-
versity of the entire population within the data. Typi-
cally, larger sample sizes provide more data points for
the mode to learn from, which can lead to higher accu-
racy and reliability. In our work, we explore the con-
nection between the model’s performance and the sam-
ple size. Our goal is to determine whether the accuracy
increases as the sample size increases. To this end, we
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Figure 6: Accuracy boxplots between the single-senders and the enhanced multi-sender approaches for all classifica-
tions. The plots consider the worst and best performing accuracy scores for single senders. These distributions show
that MMS achieves the best improvement (not global optimal).

meticulously analyze the performance metrics of single-,
double-, and triple-sender results across a sample size
range from 100 to 1000.

For single-senders B, D, and V, Figure 7 shows the av-
erage accuracy for all number of classes in each device,
unveils a trend where accuracy generally stabilizes with
an increase in sample size across various device contexts.
For double-senders BD, DV, and BV, Figure 8 reveals a
consistent pattern of steady or small improved accuracy
with larger sample sizes, across all class numbers. This
pattern persists into Figure 8, representing triple-sender
configurations, where the trends once again affirm the
model’s steady performance with increased data volume
for each class number per device.

Regarding the classification, the trends give us the in-
sight that the model might be well-tuned to the complex-
ity of the task at hand, effectively capturing the patterns
within the available data. In addition, this means that
the key features and patterns necessary for making accu-
rate predictions are already captured within the smaller
dataset. Steadiness after a certain sample size also shows
that the model’s structure is robust enough to perform
reliably under varying dataset conditions.

Consequently, for the attacker, these are promising re-
sults as it is not necessary to collect large amounts of
data, corresponding to the SMS transmissions, in or-
der to conduct the location identification attack. This
can be beneficial in reducing the measurement collection
time, computational costs, and training time, making the
model more efficient to develop and deploy, where ac-
quiring large volumes of data is challenging or impracti-
cal. Additionally, this can also make the adversary less
susceptible to detection, since the attacker can adapt to
the least amount of SMS transmission and senders for
the desired accuracy.

6 Discussion

In this section, we discuss the distribution of the sender
locations in our study. Then, we provide our insights on
the countermeasures against multi-sender SMS location
inference attacks and explain their potential limitations.

6.1 Geographical Distribution of Senders

The strategic placement of sender locations, adhering to
the principle of distancing them by several Kilometers,
aims to capture diverse timing characteristics (e. g., via
different routing), since the networks are black-box to
the attacker based on our threat model. In our study, we
utilize the most suitable locations from our options, for
which we can collect a sufficient amount of data continu-
ously and for a long time. We confine our options to two
adjacent countries since it is more challenging to conduct
the location inference attack in lower granularity levels.
Expanding the number of senders and diversifying loca-
tions internationally as well can potentially improve the
accuracy of attack even further.

6.2 Countermeasures

Ways to mitigate this attack can span from the elimi-
nation of silent SMSes and delivery reports to the im-
plementation of more rigorous SMS filtering mecha-
nisms for spam and flooding, which represents one of
the most direct and practical countermeasures against
location identification attacks [6]. Enhancing the core
concept of resilient spamming/flooding filters, networks
are encouraged to integrate advanced anomaly detection
systems in order to accurately distinguish between nor-
mal and anomalous patterns of SMS traffic. However,
it’s important to acknowledge that these systems pri-
marily operate based on predefined rules and thresholds
for anomaly detection, thereby limiting their efficacy to

USENIX Association 18th USENIX WOOT Conference on Offensive Technologies    69



100 200 300 500 1000
Sample Size

0
10
20
30
40
50
60
70
80
90

100
Av

er
ag

e 
A

cc
ur

ac
y 

(%
)

Single Sender-Device a53

100 200 300 500 1000
Sample Size

0
10
20
30
40
50
60
70
80
90

100

Av
er

ag
e 

A
cc

ur
ac

y 
(%

)

Single Sender-Device op7

100 200 300 500 1000
Sample Size

0
10
20
30
40
50
60
70
80
90

100

Av
er

ag
e 

A
cc

ur
ac

y 
(%

)

Single Sender-Device p8l

100 200 300 500 1000
Sample Size

0
10
20
30
40
50
60
70
80
90

100

Av
er

ag
e 

A
cc

ur
ac

y 
(%

)

Single Sender-Device px6a

Figure 7: Single-Sender accuracy trend plots for each device, per number of classes. The trends behave steadily and
continuously in most cases, as the sample sizes expand. We have included B, D, and V for 2 (◦), 3 (□), 4 (△), and 5
(⋄) classes.
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Figure 8: Accuracy trend plots per number of classes for two and three senders. The trend is rather steady and
continuous as the sample sizes expand. We include BD, BV, DV, & BDV for 2 (◦), 3 (□), 4 (△), & 5 (⋄) classes.

merely delaying, rather than outright preventing, the ex-
ecution of such attacks.

To further complicate the attacker’s efforts in utilizing
timing information, the implementation of adaptive jitter
mechanisms introduces a more nuanced counterstrategy.
These mechanisms, capable of introducing variable de-
lays in SMS processing, adjust dynamically in response
to fluctuating network conditions and traffic patterns.
This adaptability ensures that networks can impede side-
channel analysis through effective timing obfuscation.
Nevertheless, considering the sophisticated strategy of
attackers deploying multiple senders across different ge-
ographical locations and leveraging various networks,
the effectiveness of previously mentioned countermea-
sures could be compromised. To address this, networks
could adopt a multi-layered defense strategy that also
considers the following methods:

1. Geographic Analysis of Source: Implement
anomaly detection systems that not only monitor the
frequency and pattern of messages but also analyze
the geographic origins of SMS traffic. By identify-
ing unusual patterns of messages coming from mul-

tiple locations (also through roaming) targeting a
single number, the system can flag potential coor-
dinated attacks.

2. Adaptive Routing: Dynamically alter the rout-
ing of messages based on real-time analysis to dis-
rupt the timing measurements of attackers. This
could involve randomizing the path messages take
through the network or introducing variable delays
for messages from identified suspicious sources and
roaming.

3. Joint Defense Initiatives: Since the attacks can
happen internationally from any location, it is im-
perative to establish shared intelligence on known
attack patterns, including the use of multiple
senders, across networks. Networks that work to-
gether can implement joint defense measures, such
as coordinated blocking of attack sources and uni-
fied response strategies to emerging threats.
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6.3 Limitations

In this work, we alleviated the problems of some limita-
tions present in the location identification attack. First,
the attacker is not constrained by one location only and
can combine multiple sender measurements to signifi-
cantly improve the model’s accuracy. In addition, our
sample size study showed that the attacker is not con-
strained by the data size in most cases, making the attack
more efficient. The adversary has also the flexibility to
choose the best-performing multi-sender technique per
classification and is not restricted by one method only.

Despite the initial success of our experimentation, sev-
eral challenges remain in multi-sender attacks. Firstly,
while our study did not directly encounter coordination
or resource challenges, expanding the attack to incor-
porate multiple senders may necessitate significant re-
sources. This includes not only hardware but also lo-
gistical efforts to strategically position devices across
various locations. Such expansion could substantially
increase the complexity, cost, and effort required, po-
tentially making the attack viable only for adversaries
with substantial resources. Secondly, even though our
experiments did not face any issues with anomaly de-
tection systems, attacks conducted by multiple senders
are more likely to be identified as anomalous, resem-
bling patterns of spam or malicious activity more closely
than those conducted by single senders. Lastly, our focus
has largely been on closed-world scenarios, where the at-
tacker has predefined knowledge of the victim’s potential
locations. The efficacy of multi-sender attacks in open-
world scenarios, where the victim’s location is unknown,
remains less explored. We are planning to investigate
these aspects of the attack in the future.

7 Related Work

Recent studies have increasingly focused on the exploita-
tion of timing side-channel analysis for various secu-
rity and privacy implications. Schnitzler et al. [27] ex-
plored the feasibility of distinguishing the location of
message recipients in messenger applications using a
technique based on timing differences, focusing on In-
ternet infrastructure, similar to the concept examined by
Bitsikas et al. [6] which was centered on cellular net-
works. This line of inquiry is part of a broader spec-
trum of research into timing side-channel analysis even
across different web aspects, as evidenced by works such
as Rasmussen et al. [23], Kohlbrenner et al. [15], Brum-
ley et al. [7], and Goethem et al. [10], highlighting the
versatility and risk of timing attacks in various online en-
vironments.

In the domain of cellular networks, a rich body of lit-
erature has methodically explored both active and pas-

sive techniques to localize cellular network users. Stud-
ies range from capturing specific identifiers to leverag-
ing vulnerabilities within the network’s paging messages
and Radio Link Failure reports [12, 13, 17, 18, 29, 30].
The MAC layer and timing advance values have been
investigated for their potential in enhancing localization
accuracy [22, 26]. Notably, LTrack [16] demonstrated
an improvement in localization accuracy to as precise as
20 meters, significantly enhancing tracking capabilities
with minimal adversary involvement. Furthermore, Lak-
shmanan et al. [18] showed that by collecting data from
the public scheduling channel and finding unique identi-
fiers, one could trace a target’s path with an accuracy of
less than 1 kilometer.

Various SMS attacks have been demonstrated, exploit-
ing vulnerabilities to extract sensitive user information or
execute commands, as seen in the case of Simjacking [4]
and studies on spamming, spoofing, DoS, and silent SMS
in LTE networks [31]. Mulliner et al. [19] introduced
a vulnerability analysis framework for monitoring unex-
pected smartphone behaviors leading to large-scale DoS
attacks. Furthermore, audio call features have been ex-
plored for security applications, such as fingerprinting
and anomaly detection to combat call redirection/hijack-
ing. Techniques leveraging audio latency and network
characteristics have been investigated, with notable ex-
amples including Sonar [20] and PinDr0p [5].

8 Conclusion

In this work, we explored various multi-sender tech-
niques of the SMS location inference attack, which
provide a substantial accuracy improvement compared
to the single-sender approaches. Our results showed
that the best-performing method for all devices, sam-
ple sizes, and number of classes was the multi-sender
MMS method. Additionally, we performed an analysis
on the effects of the sample size on the model’s accuracy
for single- and multi-sender attacks, which revealed that
the attacker can leverage smaller sample sizes to conduct
the attack saving measurement collection time, resources
and reducing the possibility for detection. Finally, we re-
examined the potential countermeasures with extra sug-
gestions.
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